|
; . , DOCUNENT RESUME

E ED 155 203 TH 007 126
- Ve
AUTHOR Reckaseg, Hark D. ’ .
TITLE A Comparison of the One- and Three-Parameter Logistic

Models for Item Calibration.
SPONS AGENCY Office of Naval Research, Arlingtcn, Va. Personnel
. and Training Research. Programe Office.

PUB DATE . Mar 78
\ CONTRACT NOOO14~-77-C~-097
NOTE 28p.; Paper presented at the Annual ueetlng of the

American Educational Research Asscciation (62nd,
Toronto, Ontario, Canada, March 27-31, 1978)

EDRS PRICE MF-$0.83 HC~$2.06 Plus Postage. '
DESCRIPTORS *Comparative Analysis; *Comparative Statistics; °
; ) Goodness of Fit; *Item Analysis; *Mathematical .
Models; Reliability; Sampling; Scores; Simulation;
. *Statistical' Analysis; Test Items; Test Validity
IDENTIFIERS Estimation; *Rasch Model; Saamfple Size; *Three
) ‘* Parameter Model . .

ABSTRACT . ) . .
» Pive -ccpparisons were made. relative to the gquality of
estimates of ability parameters and item calitrations obtained from
the one-paraseter and three-parameter logistic models. The results
indicate: (1) The three-parameter model fit the test data Letter in
all cases than did the one~parameter model. Fcr s;nulation data sets,
multi-factor data were less #ell fit than single-factor data. (2) The-
one-parameter model ability estimates shared more variance with the

. itenm responses than did the three-paranetez mcdel. (3) There was no
difference in the concurrent ‘validity for small samples between the,
two mode%@ in predicting classroom achievement tests. (4) The \¥\\
three-parameter model requited larger samples for calibration than
did"the one-parameter @cdel. (5) The ability estimates from the two-
models correlated highly for most of the data sets. The one-parameter
model is preferred for use with small sample data; but the goodness
of fit data reflected a different point of view when accurate
estimation of item parameters is important. The three-parameter model
fit all data sets better than the one-paraseter model. Data.sets from
the Missouri School and College Ability Tests, and fros undergraduate

. course final examinations were used to.illlstrate the sodels.
,(Author/CTH)

N LY

-~

tE ISR RE S LSS RS L2 22 R 2R 2 R SRR R R s R R R s s Rt a2 A 2R 2L L 2

* Beproductions supplied by EDRS are the best that can be made *

* from the original document. *
*******#********************#********************#****#****************




-

ED155203

~

JMO07 126"

P

Y

15

US OEPARTMEN

- parameter

.

Session 10-25

A

"PERMISSION TO REPRODUCE THIS
. MATERIAL HAS BEEN GRANTED BY

(o118 : . s . .
'ON OR POLICY University of Missouri-Columbia: v .

\

Since the development of "the three—parametei logistic model by
Birnbaum (}958); and the independeng'production of a simpler, one-parametér

_1ogistic model by Rasch (1960), there has been an ongoiﬁg debate concerning

- 9

the relative merits of the two-models. -The debate stems from the need ta

make the very restrictive assumptions of equal discrimination and no

4 .
guessing for test items using the one-parameter model, while the three-

s i
model ‘requires cumbersome estimation procedures for calibration.
The purpose‘of(ihe researﬁh presented here is to evaluate the relative

merits of the two models for item calibration and ability estimation, |

resulting in a clarjfication of the above issue. o

Two studies have already been done to compare the one- and three-

parameter models (Hambleton & Traub, 1971; Urry, 1977) but these studies

P .
3

were limited in the scope of their comparisons. The research done by '

’

Hambleton:& Traub (1971) compared the information functions and relative
. . LY /

efficiency of the one-} and two-, and three-paremeter logistic modesl .

for item calibration usiné‘simula;ed test items. Their results showed‘that ,

the thrée-parameter.model was more informative than the one~parameter model,
althdugh the relative efficiency of the one-parameter model to, the three-

parameter model was high until the range of discrimination in the item

--
N )

became* large.
. B !

- - -
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"' test data. Urry compared the qu

(1977) also depended upon_simulated
o - .
ality of ability estimates obtained from

» The research performed‘by Urry

when the discrimination
t

The criterion

er logistic models,

{
simulated items were varied.

the_gpe, two, and three paramet

.and guessing parameters of the

L ] . * . ) .
used for evaluating the models was the correlation between tailored testing

ability estimates obtained from the models and the true ability ué?d to
operate the simulations.

ed by the presence of guesslng in the J;mulated,

p

model .was seriously affect

jtems and was also affected, to 'a lesser extent, by the variation in -

discrimination parameters. .

~

Both of these st

2

,x' N s

ud1es reflect negatlvely on the one—parameter

logistic model, although the practlcal importance of the def1c1ts present
’ 4

in.the model have not been made clear. The concluslon drawn on the ba51s

of these studies very obviously would be to recommend the usage of .the

three parameter model for true-to-llfe applications.

5

However, the

generalizabillty of the simulation results to Yive testxng situations

can be questionedy particularly in that the simulation studles used very

tion process were

3

idealLZed item pools and errors induced in the calibra
. nbt a factor. Therefore, 1t is the purpose of the research reported here
Qw N .

nd the comparlson of these two models' to real data with reasonable

to exte
: h1
samp le sﬁzes’and té evaluate the models on hoth theoretiéal and practlcal
grounds. - k} ; AR B .
. » Y ' . . ’

~

. N v .

T 'Models and Programs
v

"In evaluating these two- latent tra1t modeIs for use in item

the models themselves cannot be separate

3
’ M 4

- and ability estimation, d from the’

His results’ showed that the one parameter logistic.

calibration
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comput

_model

exr program used to compute item and

thatﬂis theoretically optimal may ¥i

&program used to esti,mate the parameters is

" and si

4

before

- .

x three—parameter logistic model cal

[y

ability parameter estimates. A s

eld poor results because the
inaccurate. Seven one-parameteXx

ipration procedures were reviewed

tﬁeuthirteep procedures and

.

One-paraméter logistic‘model

The one-parametex logist

selectr?g the two procedufes used in this study.

Descriptions of

‘a

"the selectlon process are given in Redkase (1977).

a2 . X
A

ic/mode; in-exponential form is givenfby the
3 [y o '

/ .
formula: . N
] L - .
‘ ij(ej bi) .
: P{xij} = G REIS® 0, 1 (1)
l+e ] i /-
$ 4
» ) R
’ *ﬁg
where xij is Person j's score on Item i, 6 is the ability parameter7“

for Person o]
14

ass

to negatlve infinity.

and b %s the difficulty parameter for Item i.

ed to have no effect on the item score.

al latent trait and local 1ndependence.

All itek

‘:"_ai_JgE_issumed to,be equally discriminating by this model and guessing is

v . 3

The model also assumes a

The valdes of both
¢

AN

ity and difficulty parameters in this model range from pesitive

.

ekyéhe program used to estimate item and ability.parameters for the

parameter 1oglst1c model is based on the‘progran\written by Wr@ght <:__/‘

/ d Panchapakesan (1968) , and

N,

in the program are those developed by Wright & Panchapakesan,

| New York civil Service Department.

was obtalned from Jerry Durovic of the : ’ b

i

Although the baslc procedures used

it has

[N




been extensively modified by the author so the responsibility for its
\ .

accuracy lies there.

. ggree-parameter logistic_model . : C . : /’ D \
= : ‘ ) VY
The three parameter logistic model is given by the formula o \ &-
) . R . , \
~N . - l’ \
N . ~ :pa,(8, - b,) ) g ) \
K . Do e i 3 o1 , . -
'P{xij = l} = Ci + (1 - ci) Dai(? - bi) . , (2) \‘ \
l1+e = -
+ ) . i - /

. where xij js Person j's score on Item i, c is the gue551ng parameter

* . ,". )
for Item i, D is the constatn 1.7 used_to make the loglstic ogive similar
. ; to the normal ogive, al is the dlscrlmlnatlon parameter for Item i,

&

p 6 is the ability parameter for Person j, and bi is the difflculty .
i parameter for Item i. This model assumes local independence and a

t . . . /
unidimensional test, but it does not place any restrictions on the guessing

-

. - and dlscrlmlnatlon parameters as does the~one—parameter model. - The

range of the, ablllty and dlfflculty parameters of thls model is from
/
p051t1ve to negatlve infinity, the same as the one-parameter model.

o ??g ’ ) The program used to obtain the item and 7b111ty parameter estimates J
.; ;'%- for the three-parameter logistic model was the 1976 version of the ’
AT; :y L 10GIST program (Wood, W1ngersky & Lord, 1976) This program recognizes
’ ) three score categories; correct, 1ncorrect and omit. Although, the ) )
ﬂ} ’ program is based on wmaximum 1ikelihood egtimation pr1nc1ples, substitutlng .

. /
* a probablklty of correct equal to the rec1procal of the num&er of respgonses
T

A for omitted 1tems caused the resultlng likelihood functions}to only

N appro:-;i;nate the actual -functions. The technlque has, therefore, been




"' Jabeled aiquasi-maximum 1ikelihood procedure. Lord (1974) has sho N

v | . \\ N
that the quasi-maximum likelihood estimates converge to the maximum ié:;;

1ikelihood estimates when the sample is large and\Qgits are not \\§>
N SN
present. when omits are present, smaller variance estimates are \i\
, ' . . ' - N
obtained than if the "usual maximum likelihood procedures were used. - &\
' AN

pescription of the Problem .

In comparing the one- and three-parameter models for use in item

calibration and ability estimation, five specific comparisons were

made. These include: (a) the evaluatlon of the goodness of fit of

(b) e determination of

4. . , . .
an the 1tem responses;

each of the models to the jtem responsedata;

the relationship between the abilitys/estimates

(c) the determination of thempredictive validl of the ability estimates

(@) tfe estimation ‘of the minimum

'from the models in some limited cases;
‘ii"

sample size required for each model to c,alibrate ests; and (e) the

/’
weén the ability estimates obtained

determination of the relationship

The . n ft/section of this paper will describe

from the two modgls.
IR

1

’ eaoh of these ¢omparisons {;,detail.( . '

[

“ -

ggodness of Fit

The initlal evaluation of the twpo models dealt with the question

of which model fit the 1tem response~data better. geveral goodness of

fit tests have been used for this prev1ously, but it was felt that problemsw

‘.existed in the approxlmatlons used and assumptions made by these methods.

Therefore, a new stat1stic,das developed for the purpoSes of thls comparlson. .

< . ‘- . ® P
. . ¢
- -, ® ..
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(:} - \; Ci=113=1 ij
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This statistic is given by the following fgrm%la:

, .

~

«

niN 0
T ] Ilx Pi(ej)) ]

¥ D’
Mst

where MSD stands for the mean squared dev1ation er>Test t, xij is the

response to Item i by Person j, P (6 ) is the probabllity of a correct
response to Item i for Person Jj determined for the model of interest,,-
n is the number of 1tems, and N is the number of people.‘ This statistic

ranges from O to 1, with a low value being desirable. If every item
~ . )
test had zero discrimination, the MSD statistic for the test would be‘

.25. Negatively discriminating items give a MSD value larger than .25,

\

0 .- »
The test MSD statistic was compute@l for each of the tests used in

B

this study for both the one-parameter and three—parameter.ldgist}c

models., The item parameters obtained from the- calibration of the tests

v
-~

with the models were used to comphte the prpbability of‘a correct

7

esponse. Since the MSD statistics for the tests uéed for these

analyses were approximately normally distributed, a two-way analysis o

3 .
w N

of variance was. performed on these test MSD values uS1ng the 1tem'MSD°

/\
statistics as observations. 'The item MSD value is thé' term withln the

° c *

brackets in Equation 3’ The two dimensions used in this analysis were

models and tests. -Post hoc comparisons were used to find specific

. i
differénces in tests.

o

Relation of ability estimates to item response

o

A second analysis that evaluated.the Felationship between the(two

latent trait models and the item responses was the compytation ,of the

~
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multiple correlation between the

and the sets of item responses from the same test.

. determine 'the variance in

-

estimates;

study andfthe magnitude of the
[
i

statistic to'determine if tHere was.a significant a

‘-
’

—

common between the responses and the

N ¢

The multiple correlation was computed for each tes

S

values was compared .using

in the: item/response accounted for by the ‘models.

~

P

Concurrent validity of ability estimates

" For several limited cases,

individuals taking the tests‘to be calibrated.

s

for these tests were relatively small,
‘ability

could not be passed by.

in correlating the ﬂblllty estimates fromxthe two models with these’

other‘tests.

~

estimates £rom the latent trait model

x

b

ahiliﬁy'estimates obtained from 3 test-

This was done to

ability

.

-other test scores were available for the -
Although the samples

‘the opportunity‘to relate the

s to’the other tests

Three separate'samples &ere,\therefore, used

r~

\

_The'reSultinq correlations were compared statistically to

detexrmine which model yielded the larger validity coefficient..

*ﬂ. .

ample size reauirements

}

1]
LY

\

t used in -the
the correlated t

jfference in the variance

.

An important question that has only been touched upon in the research

literature (Cypress., 1972) is

estimation of the parameters of the two models.

4

explore the sample size

sizes were drawn

estimates were obtained for each of these

-

X

To

limitations of the models; seven sampl

from thé students taking a standardized test.

| i

-~

the sample size required for accurate .

more thoroughly

‘Parameter

samples "and the (esults wetre’

es of various

*
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cqmpared to’ the calibration results Eased on.2,997 cases using- a.squared

. deviation statistic. That is; for each of the item parameters derived
\f
using the two models, the smaller sample estimates vere subtracted from

-

w the‘large sample values, the difference squared, and the results summed. )

The average squared differences for the parameters were compared across
sample sizes using.analysis of variance techniques to determire the,

minimum sample sizes that 9ie1d adequate parameter estimates.

.

.
¢ R ; |

Ability parameter comparisons R . L
In order to determine whethet the ahiiity parameter estimates derived

J from the twe models were measuring the sime component, the ability

[

t . estimates were correlated with each other, with the raw scores from the
y\-tests, and with factor scores on the first factor on the tests. ?hese
cor;elations were determined for each of the sixteen tests used in’ this
study. The factor scores were generated from facgor analyses using both~
‘ phi and tetrachoric correlations. ) '

ra

Data Sources

L B} 4 . ‘ i

" Live testing data—sets

» The 'sixteen data-sets used in this study are described in Table 1

along with the abbreviations used for each and the sample size used for

¢
y

‘calibration. The fiyst eight of the data-sets listed were obtained from

the édministration of two types of tests to groups of students.® One test

- S/

oz
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\
\ .

used wes_the Missouri School and College Ability Test (MSCAT). Data
from administration of this test throughout the state of Missouri was'
available for the 1975 and 1976 school years. The test is comprised of

two subtests which were calibrated separately.

-

< -
>

'Insert. Table 1 about here Lt 2

L

&

.
-

The other type of live testing data available for caiibration

was obtained from the adm;nlstratlon of four classroom examlnatlons on

_ use of standardized tests. The data was collected using a large under- .

gradyate-meesurement course during the perlod from Qctobér 1975 to May 1977.

Bogp the standardlzed and classroom tests .were fifty item, multiple-th01ce '

tests. . .
. . o,

, Along with these data-sets, seven other samples were obtained'frém
. \ ' .

MéCATVG to determine sample size, effects. Systematic sampling was used,

)

yielding samples of 2,997, 2,197, 1,525, 1,090, 763, 382, ~and 150.

3

Simulatlon data sets

In order to galn greater control'ever the characteristics of the
data, eight simulated test data-sets were éroducea. These were generated
to match various factor loading matrices using the usual lir;ear factor
analysis model. The slmulatlon ‘procedure generated z-scores for eact °
person on each item using a weighted sum of normal random numbers and
+then dlchotomlzed them to yield the proportion of correct and incorrect

responses spec1f1ed by ‘the tradlt%onal difflculty indices. Guessing did

not enter'into the production of the slmulated data~sets. A sample of

-

1,000 cases was generateé for each Of the eight simulated tests.
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Four levels of factorial coméléxity were used ip generating these
Ty )

data-sets: one-factor, two-factor, five-factor, and nine-factor. The

size of the‘fattor loadings and distribution of difficulties were also

“

varied for the simulated tests., Normal, rectangular, and constant-
distributions of dlfficultles were used, although no attempt was made to

.include all possible combinations. The distribution of dlfflcultles

»” .
referred to here is based on_ the proportion'correct.index.

3

Results

-
d -

Goodness of fit . ’ ,

The test MSD statistic for the siﬁteen data-sets for each of the models
i

.are presented in Table 2 along ‘with the analysis of -variance results. The

-

analysis of variance perfarmed on this data was a two-way analysis with

repeated measures on one dlmen51on. The.independent variables were test
, : {
and type of logistic model .o\

Insert Table 2 about here

“~y
The results of the analysis of variance show that the three-parameter:

model fits the dataeslgnlflcantly better than the one-éaraneter model,

.although the dlfference in the overall means is only .004., However, for

-
~

every data—set the average deviation %rom fit was smaller for the three-
ld

paraméter model than for the one-parameter model. The MSD values were
also found to be slgnlflcantly different across tests. The'one-factor
data-set (150AR) was fit bestby the nsdels, as would be expected, and
the nine-factor data-set (950aN3) had the worst fit, also as expectéd

signif}cant interaction was found in the data.




-

v

~

-

To further rank'the°testsﬂin'terms of fit of the models, the Newman-

¢

Keuls post hoc comparison pro dure was ysed to determine if there vere

.

~

significant differences in the fit of specific tests. "\res&lts of this

analysis are presented at the bottom of Table 2.

" As can be seen fyom the

- - »~ \./
resylts presented there, the 150AR data-set is fit by the models significantly

. S—
better than any of the other tests. This is the

meéts all of the assumptions of both models. It

all of ‘the items are equally discrimi ating, and

A

one simulated test that\v/” '

contains only one factor,
. ~

no guessing.is present..

a

Ihe «250AR datjrset has the next best fit for the models. It has two ’

factqrs, a wide range of item difficul ies, and no guessing. Although the ~

fit for .this test is significantly worse than for 150AR, it 1is ﬁignificantly

better than all buo one of. the other tests. The

data—sets are fit about equally well by the twp models.

—
.

- At the poor fitting end of the continuum ar

data: "5SOAN7, 950ANG, and 950AN3. ALl of ‘these
relatively large number of independent factoxs.

worst firting pf the tests having~a MSD statist

A
majority of the other

v’ 4 ]

e three se < of simulation -,
simulated sts have a - '
Data—set'950AN§ i% the

v
v

ic very close to'the;value

~ 3, . - .

of .25 expected when all items havé zero discrimination. This simulated

test has low loadings (.3) on the nine independent factors.

-

/ L

The trend of this analysis suggests that. the multidimEnsionality of

¥

the tests is a def1nite facto invthe fit of, the two models. The three—b

‘parameter logistic model handles ghis* deviation

-

from the assumptions

significantly better than the one—parameter model but the ordering of

the effect is the same as is shown by the lackrof a signif1cant interaction.

- -

~
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Relatlon of abillty estlmates to item responses .

.
' \

In order to determlne the relatlonshlp between ablllty estimates and

}, jtem responses, the multlple correlatlon ‘between the ability éstimates

responses was computed. These values . .

g from each model and the fifty ftem

<

presented in Table 3 for the ability estlmates correlated w

v

ith the “items

. from the slxteen data-sets. Note that all of the correlations.with the

are extremely high, -as they must -be

one-parameter ability estimates

' . because of the suff1c1ent statl

Id \ «
correlatlons are high for the whree-parameter abllity estlmates when a .
vy <

equally weighted

. *
'stic proéerties'of the model. The multiple )
.

but drop when independent,

-

dominant factor is present,

-

*\ - factors are present. : .?
- ‘ . i :
; . . ot .
', . . " fnsert Table 3 about here
# o i ' -t N 7 N ‘
’ A,reléted t—testfwas performed on the meéh?multiple1corre1ations for,

;‘\ . &
) -the two ability estlmates to determine if the obsery%d differences were
>y 7 signif{cant. The difference‘ln td mean multlple-correlatlons of .67 is .
signiflcant at beyond the ,005 level, indicating that the: three-parameter )
. o ‘ability estlmate correlatlons’are slgnlficantly lower. ' ’ O
. , . ’
- Conourrent validity of ability estinates . . -
. ? -
T et The goncurrent valldlty of the ablllty'estimates for tneitno models, PR
° .\
) ””‘\\owas’determlned by correlatlng the estimates obtained from %he final“exam
‘ e with

from three diﬁferent semesters of. an undergraduate measurement cours

the first and second exams in the same semester. .The porrelations between °

the ability estimates and the raw scores on the criterion measures are

[4

-
' ¢




=13~

presented in Table,d.' In all but cde case, the one—parameter ability

estiﬁates have hiqher correlations with the criteria than the three-

gparameter estimates. However, in no case were the differences in correlations
for the two models significant. One reason for the slightly lower correlations
fqr the three-parameter model could be the small sample size used in this

analysis which will be shown later to affect the three—parameter model more

than the one—parameter model, causing unstable estimates.

A . N Bl

Insert Table 4 about here

. -‘Sample size requirements | »>

-

The average squared dev1atidns for the item parameter estimates from
the seven subsamples as| well as the squared deviations obtained from &,
second'2,997 sample are presented in Table 5 along with the ANOVA results
used to determine if any significantvdifferences existed. One-way repeated
Jmeasures analyses of variance were performed using the squared difference
values for the fifty itemr as the dependent measures with sample size as

-~

the independent warbable - sf

BN
vnsert Table 5 about here

The means of three ;;kthe four'sets Qf item parameters give ajsimilar

r

pattern of results. ‘The 2%997 sample has the smallest mean squared ’

e ] |
deviation, while the deviations tend to get larger with decreasing sample

..
)

y

size. This relationshig fs strong for the one-parameter easiness parameter

and the three-parameter 'iscrimination parameter, while the three—parameter

»




»

*

w
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\

difficulty and guessing parameters show considerable variation. aThe
analysis of variance results show significant differences in all cases

except for the three-parameter d1ff1culty parameter. ‘" In that case,
¢
although there are large differences in the means, the large variation .in ‘

*

the estimates resulted in a failure to reject. A F-max test for heterogeneity
'\ of variance*yielded a value of 2,527 easily rejecting the hypotﬁes1s of

hbmogeniety. A subsequent analysis on values after a logarithmic transformation

5
f

yielded a significant F. . .

The purpose of this set of analyses was to determine at what point a
a . W
decrease in. sample size wouldfadversely affect' the results of 1tem

A

libration. This question was addyessed directly in a post hoc analysis

performed using the ANOVA results. Using the mean squared deviation values

for each sample size, the Newman—Keuls post hoc procedure was used to

. . ,

detexrmine the largest'sample that was significantly different from the

v

v

medn squared deviation from the 2,997 sample. The results of théﬁé analyses

are also presented in Table 5. Samples’ that arxe not. significantly different '

T are underlined. Those that are different do not share the fame underline.

S

Due.to the great variation in the 3PL difficulty values, the results

v

"of this study were not easily’ interpreted, 1nd1cating the need for further

.

research, However, some general conclusions can be:drawn from ;he.data.

The 1PL easlness parameters seem to have stabilized when the sample /

<

size is greater than 382. A sample somewhere between 382 and 763 is

probahly the lower limit required when using this model. The 3PL data are

Y

harder to interpret. The 3PL discrimination parameters sedin to be

moderately stable above the 150 sample, but ‘the mean square dev1ations ..

for the 3PL difficulty values are far from stable, with values for the : .

Iy .
.

((
15
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B . [~
;'2,997 sanple of about the same size.as squared deviations for the 1PL

easiness parameter for the 382 sample. Although these values are not on

precisely the same scale, the values should be somewhat comparable. This

' -

!esult suggests that the 3PL difficulty parameters are just staﬁting to.

stabilize. The heterogeneity of variance in the analysis of the difficulty
parameters reduces its usefulness, however, the 150 sample is clearly worse
than the rest. Overall the results suggest that substantially‘larger -~

samples are required for the 3pL model. The guessing parameter does not

-

enter into this discussion because of the AUMErOusS restrictions placed upon 7

it i{n the calibration program.

~

‘ . . - ’ 5 :
- ability parameter comparisons' - : Co

<
-

The'correlations\between the ability parameter estimates for the two !

nbdels with the raw scores and selected factor scores for\the tests are
given. in Table 6. In seven of the eight livg testing data- sets, the ; -

correlations between the ability estimates from the two models are .90
. ; ’ | ‘ !

or above. There is mich greater variation in the simulation data, probably

3 |

due to the multi-factor nature of the tests. However, even there the \
correlations are high when a dominant first factor is present. - '

4 o
\ .
.

N

,m%nTwm6amuhue ) .

The correlations with the ‘yaw. scores on the tests and the first
S
factor scores are uniformly high for the live testing data,, although the

e—parameter model generally has slightly higher correlations than the

I
-

. three-parameter ‘model. Again, _there As greater variation for the simulation data,

.t N
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with lower correlatlons for the three-parameter model when no dominant

M - -~ y
» N ¢

L L .
£irst factor is present. The one~-parameter = model*alwayslcorrelates highly

C V. w .
. .with the raw score because the raw score is a sufficient‘statistic'for.

the ability parameter. e ) .

In general, the results show that 4n most | cases\the two models are~:
neasurlng the same thlng, the first factor of~the test.’ ﬁhen a dominant‘
first factor is not present, there are majoxr differences in the correlations.
-Reckase (1977) discusses these d:.fferences in. much greater@il than

can be done here. -~

-

>

piscussion and conclusions
r

Five comparisons were made in the study reported here relative/to the

3

]

quality of the estlmates of parameters obtained from the one= and hree}
/

(a) the three-parameter g::i? fit the test data better in all cases than

the one-parameter~model there was a trend in the fit related to the

dimensionality of whe test; (b) the one-parameter model ab111t¥ estimates
shared more variance with the item responées than the three-parameter model ;

(c) there was no dlfference in the concurrent validity for small samples/

w

i
using the two models predlctlng classroom achievement tests; (a) the one-
\ /
. . /
parameter model required smaller samples for callbratlon than the three

’

parameter model; and (e} the ability estimates from the- two models cor elated

highly for most of the data-sets. . ' -

* B — % . ' =
Froin these results, certain conclusions can be drawn concerning /the

. \ N ( -
use of these t&o models with fifty jtem group exams when sample sizes of

, approximately two fundred are available.“ First, from the ability estimate

«
4. a .

_parameter logistic models. The results can be surmarized briefly/ as follows:

T S |




' comparisons,vit seemed that the

wvhen there was a dominant fir
/44'-."

amount of the variance.

-17-

st factor,

-

‘

point of view, since the magnitude of the correlations were e

garmne.

1}

Since the sample size required to obtain stable parame

two models estlmated the same latent trait
even when it accounted for a small

The concurrent validity data also supported this

ssentially the
i

texs was

smaller for the one-parameter model and the overal

1 representation of the

yield superior results to the one-=p

R

data was better as reflected by the

multiple correlations, the one-

parametexr nodel is preferred for useixith small samale group data to predict
X

outside criterion variables,

L * .
The goodness of fit data refle

\

b

cted a different éoint of view, however:

The three-parameter model fit all the data-sets better than the one-.

parameter model. This result may b

-'«

e important when accurate estimation of

the_ item éarameters is important such as in the area of taktlored testing.

A tailored testing comparison of the two models done by Koch & Reckase (1978)'

5

éupﬁorts this point of view, showing the three-parameter procedure to
[ , kY

v

04 .

testing application.

“helpful in selecting between these

arameter procedure for a tailored .

> e

i

.{‘—

“

Although this research does give valuable information that will be

two latent trait models, much- further

research is required.

samples and other crite

specifically,

validity studies based on-larger

rion variables are needed to allow general

ization4of the '

findings.

those reported here.

Also the sample size determinations need to be more precise than
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K Tabyb 1

. Description bf Data-Sets*
v \ ”
|
- ) _ ‘ Sample .
Test §%me . - Abbreviation Siz% B Description

A4

-1. Missouri School and | , 3,08% Systematic sample from
.College. Ability Tests byt | 57,800 cases from
Verbal/1975 ‘ , Missouri Statewide
t ! ' ‘ Testing Program 1974~
1975, SCAT Series II
Form 2B.

* e

2. Missouri School and MSCATQS 3,087 Systematic sample from
College Ability Tests : . 57,800 cases from -
Quantitative/1975 ) b ' . Missouri Statewide

' . \ , ! Testing Program 1974-
.o 1975. SCAT Series II
\ ’ ’ Form 2B. .
3. Missouri School and - MSCATV6 3,126 Systematic sample from
‘ College Ability Tests : 65,600 cases from
Verbal/1976 ° _ 3 Missouri Statewide
’ ' ; Testing Program 1975-
1976. SCAT Series II
Form 2B.

4. Missouri School and T Ms 3,126 Systematic sample from ¢
'College Ability Tests 1 ) 65,600 cases from
Quantitative/1976 ¥ o ) Missouri Statewide .

- Te ting Program 1975-
‘. 19767 SCAT Series II
" Form 23.

)

Exam on Standardized ST1075 208  Undergraduate courfe
Testing . . , final exam administered
in October 1975.

Exam on Standardized ST0576 181 Undergraduate course
Testing, final exam administered
in May 1976.

ﬁxam on Standardized ST1076- 176 Undergraduate course
Testing T . «final exam admlnlstered
in October 1976.

#A11 tests are 50 items ih length.




* Tablel _(Continued)

Dé%criptidn of Data-Sets

+ . - k4 o
- 1

z

Y - ‘ Samﬁlé L N
Test ‘Name "+ Abbreviation  Size .~ . Description
\ * L. ' .

; . T "
8. Exam on Standardized ; ST3-577 . 312~ Undergraduate course
Testing T - final examadministered
" P to two sections of the
SN course in March and Hay
, o, : *‘ . 1976.
g9, One factor rectangular “:150AR . - 1,000 One factor with loadings

‘ simulation data. : . - of .9, rectangular
' : \ distrlbutlon of d1ff1-

. culties.

%
-

’

10. Two factor normal . 250AN .. © 1,000 ° Loadings of .9 and .0
simulation data. » A.randomly distributed on
%t?o factors, normal
distribution of diffi-
culties.

~ Ly

11. .Two factor rectangular 250AR" 1,000 - Loadings of .9 and .0

simulation data. .randomly dlstrlbuted on
two factors, rectangular
distribution of d1ff1—
culties.

_ simulation data. ;¢ randomly distributed on
two factors. All items
.5 difficulty

12.¢Two factor .5 . ~ 250A5 35900 Loadings of .9 “and 0
%

13. Wine factor Spearman 950ANS 1,000 . One factor .7 loadings
simulation data. < for all, iteas. Eight-
‘ facgprs .6 loadings
randomly dlstrlbuted
%« .over items. Normal*-dis-
ribution of difficulties

14. Nine factor independent < 950AN9 1,000 Items randomly distri-

.9 loading simulation * ' . buted to nine factors

data. - ' with .9 loadings. Normal
distribution of
difficultles.

4




Table 1 (Continued) .

S c -
- Descriptioh of Data-Sets . ‘ .
’ Sample .
Test Name Abbreviation Size Description’
15. Nine factor independent . 950AN3 1,000 Items: randomly distri-
: .3 loading simulation buted to nine factors’
data. | with .3 loadings. Normal
distribution of
.. difficulties.
16. Five factor independent 550AN7 .. 1,000 Items fandomly'distri-..

.7 loading simulation
data.

puted to five factors

with .7 loadings. Normal

distribution of
difficulties.

21

,
-
”
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. Vo ‘ Tahle 2. *. . S
e . s

el i ' * . Squared Deviations from the Twg Models
.o I . for the Sixteen Data-Sets

4

. , [ . /
- Test '<( Logistic. Logistic ' _7Est Means
2 R L
1. MSCATVS .169 166 167 ,
2. HMSCATQS 164 160 . .162
3. MSCATV6 169 166 r 167
4. MSCATQ6 .186 161 ]~ 63
5. ST1075 144 « 38 - y: 141
- 6. ST0576 .167 T {1es .166
7. ST1076 159 ¢ 154 - / -.156
8. ST3-577 .184 .182 / 183
9. '1504R .063 . .067 e .068
10, 250A8 . ° .162 : .153 ] " .158
11. 2504R 122 < 115 f 118,
12, 250A5 .185 176 180
13. 950ANS .156 .156 j . .156.
14. 9504%9 .211 204 Eh 5208
15. 950AN3 .223 222 f .222
16. 550Ay7 .210 .206 R .208
Hodel I'Ieans 0166 3 AN . 0162 f; 01.64‘~
— ;i
o Anova Table g
" Source Sum of Squares d.f.- Mean Square jr F Significance
> h ¢ )
Tests 1.995 15 . .133 - 31.667. .00L
Items within . ' g
tests 3.301 784 . 004 ' L
Models .007 1 ,+007 14.684 .001
Tgsts X Models 003 15 0002 1 414 .
" Models X Items i
vithin tests .355 784 L0005 | ~
. } , ;
» Post Hoc Comparisons Using Newmaanivls Test
Poor FIT. Test .

¥

;-3

' One Parameggr

Three Parameter

i
il
1+

%

Gooq FIT

»

15. 14. l6o 8. 120 lo 3. 6. 4. 2. 100 70 130'50 llo 9. z

_ ' '
—_ 1 |
- ¥ ] L3
. | - ]
T L .
P A J
\! ] -1
1 l_—-*

different from each other

linéd by the sam

T 22

14

e line are significantl}




o

" Table 3
Multiple Correlatjions Among
Ability Estimates and Test Items

?

u, 'Y .
% . s
est

Ability Estimate

. . 1PL o 3PL 1PL-3PL
.~ NSCATV5 . © 891 . .983 ~.008
¢ MSCATQS | ‘.998 .985 .003
" MSCATV6 .993 .988 005
- °MSCATQ6 .991 .983 .008
»- ST1075 .994 . 944 «050
. 8T0576 .993 .952 \ .041 -
©  ST1076 _ .985 .967 f,018
L ST3-577 ¢ .996 .985 ..011
. 150AR ' . .990 . 997 -.007
250AN ] 981 .677 .304
7 250AR .991 948 .043
_250A5 .978 .839 139
<250ANS .983 .949 .034
950AN9 »998 .852 146
950AN3 ] .9998 .890 .1098
_850av7 .998 .866 .132
Mean - . & .9906 .9253 .07149
’ ) “¢t = 3.705 p < .005 . )
& :
- Table 4
‘ Correlations between Ability Estimates
. and Two (lassroom Tests
N »
s ° Data ‘ Ability Test
VI v Set N Estimate Exam 1 ~ Exam 2
T ,: ) R a"‘ - . N ¥ .
; ~++ ST1076 176 . 1PL - .555 661
i o' . 3PL 492 .599
. , §T0576 181 . 1PL © 409 .477
L . 3rL .364 N 483 @
" " ST1075 208 1PL .558 .576 .
, .. 3L .498 ~ 535
‘ '0 » 3 LY \)- . )




N\ Table 5 e U
' Comparison of Pa;amcter Squared
2 Deviations for the Two llodels by Sample Size
Parameter

Sample " 1PL 3PL 3pL 3pL
Size £asiness . <. Difficulty: JDiscrimination | Guessing
150 .0483 - .1811(.1326)% .2187 .0014

382 .0196 +1413(.0847) _ .0973 .0009

763 .0063 .0272(.0258) Wy.0615 .0020

1090 .0063 .1930(.0821) L0585 « .0009 ‘
1525 .0055 ~.0299¢.0263) - . . . +0589 © .0012 S
2197 .0047 .0138(.0135) .0335 i .0011

2997 ~.0041 -0166(.0162) .0241 .0008

aTransformed means using log(x+l). .

-~

# . ANOVA  1PL Easiness

Source .ﬁ\\ ss MS 6:> F P
Samples ///////6\6 .0791 * .0132 18.17 +<,0001
. El’ror . 294 . 02133 00007 . .

L
¢ ) A

T < N
) ANOVA _ 3PL Difficulty
" Ssource df. " /ss ¥ © F . p
Samples 6 2.009 «335 1.50 . N.s.
Error 294 65.643 223 I
: ANOVA  3PL Discriminatidn -
Source d.f. . ss MS F P
. Samples .6 1.303 C.217 7.30 <, 0001
Error 294 _ 8.743 - 0.030 ,
. .
ANOVA  3PL Guessing
Source . d.f. ss LMS F P
_Samples 6 0.000055 .000009 3.44 <.003

Error 294 0.000787 .000003




Table 5 {cont.)

ANOVA  Transformed 3PL Difficulty. .,

F

Source _ d.£f. SS MS - F

Samples 6 - 0.627 U L1046 3.61
Error 294 8.506 © 0,029 '

Post Hoc Comparisons

1PL Easiness
1525 )19‘0

S

¢

3PL Difficulty-
1525 1190

|

.\ ‘

3PL Discrimination:
1190 1525

—

"3PL Guessing

382 2197 ' 150




_ \(' . *. Table 6 d
s f \ {
. : Correlation between *Ability Estimates, \-
Kaw Scores, and Factors for the.Sixteen Data<Sefts -
- Variable S .
L - Phi Tet ‘*
U Ability  Raw 3PL  Principal Principal v =
Data-set -- Estimate Score Ability Component. Component ’
. C Pl !
MSCATVS 3PL 97 98 - - 98
1PL 99  -96 97 97 .
MSCATQS " 3PL’ 97 . 98 98 -
1PL 99 97" 97 97 X,
MSCATV6 3PL 98 99 99
1PL 99 97 98 98
" MSCATQ6 3PL 97 98 98
, 1PL " 99 96 97 ™7 ‘
ST1075 - “3PL , 83 N 89 . 32 ot
, 1PL 99 85 89 . 29
ST0576 3PL 88 . 91 87 .
_ 1PL 99 . 9d0 93 . .88
STP76 .- 3PL #389 : 94- 91 -
: o 1PL 98 90 /88 ¢ 86"
" ST3577 3L, 95 98 98 5
BRI ‘ 1PL . - 99 95 97 97 :
150AR ~ 3PL 97 97 .98
1PL 95 99 95 97
250AN » 3PL 59 59 56 -
" 1PL 98 66 .98 - 97
250AR 3PL 71 69 92 <
1PL . 99 73 99 74
25045 3PL, 82 56 ‘. 62 .
, 1PL 98 83 ‘76 .83 :
950ANS 3PL 93 93 94
JAPL - 98 96 198 98
950AN9 3PL 62 82 67
. 1PL 99 62 72 72
* 950AN3 ™ 3eL 71 , 36 41
. 1PL 100 71 25 33
550AN7 - 3PL 70 X 46 36 A
' 1PL 100 70 32 27

Note: All values presented without decimal points.
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